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Abstract

In many studies of nonlinear or preparative chromatography, chromatographic signals must be recorded for relatively concentrated solutions
and the detectors, that are designed for analytical applications and are highly sensitive, must be used under such experimental conditions
that their responses are often nonlinear. Then, a calibration curve is needed to derive the actual concentration profiles of the eluates from the
measured detector response. It becomes necessary to derive a relationship between the concentration of the eluent and the detector signal
any given time. The simplest approach consists in preparing a series of solutions of known concentrations and in flushing them successively
through the detector cell, recording the height of the plateau response obtained. However, this method requires relatively large amounts of
the pure solutes being studied and these are not always available or they may be most costly, although these solutions can be recovered. Wi
describe and validate an alternative procedure providing this calibration from a series of peaks recorded upon the injection of increasingly
large pulses of the studied compound.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction to use neither the single-component FA nor the perturbation
methods, however, an accurate and adequate calibration
Detector calibration is an important step in nearly all curve becomes necessary in order to derive the best values
investigations involving nonlinear chromatography because of the isotherm parameters from the experimental data.
the conventional detectors used in HPLC have been de- To calculate adsorption isotherms using the inverse
signed to afford high sensitivity responses. Since nonlinear method or the method of elution by characteristic points, itis
chromatography involves the use of concentrated solutions,necessary to know the dependence of the detector response
detector responses are most often nonlinear in the concentra¢h(C)) on the concentration of the studied compound in the
tion ranges of interest. Particular problems are encountereddetector cell C) in order to transform the chromatographic
in the determination of adsorption isotherms using dynamic signal from the coordinate systeh(t) into the systenC(t)
methodq1]. The acquisition of accurate adsorption data by (wheret is the time). In these investigations, it cannot be as-
frontal analysis (FA) for single components does not require sumed thah =k C, wherek is the detector response constant.
detector calibration, unless the breakthrough curve must beln the wide concentration range used in isotherm data mea-
integrated, e.g., when mass transfer resistances are highsurements, the detector response is almost always nonlinear.
With the perturbation method, the elution times of the pertur- Furthermore, at high concentrations, the peak profile itself
bation signals are the only data needed and a calibration ofdepends on the sample size, the band width does not remain
the detector response is not needed either. When it is possibleonstant, and its height is no longer simply related to the
amount injected. Therefore, detector calibration in prepara-
* Corresponding author. Tel.: +1 865 974 0733; fax: +1 865 974 2667. V€ Chromatography is a more serious problem than the cali-
E-mail addressguiochon@utk.edu (G. Guiochon). bration of a detector in conventional elution chromatography.
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In this last case, the area of the elution peak is plotted versussize,q, will be called the analytical calibration dependence.
the injected amount of a standard solution and this plot allows The functionq(S) is easily measured in conventional elution
the determination of the amount of compound corresponding chromatography, i.e., in analytical applications. In the case
to any peak, the area of which has been measured. In nonlin-of a linear detector calibration, the conversion frq(®) to

ear chromatography, we need a calibration curve allowing the C(h) is easy and straightforwafd,6]. Taking into account
back calculation of the concentration of the solution corre- that the area under the chromatographic peak in the coordi-
sponding to a certain signal amplitude. Frequently, this curve nate system concentratio@)—volume {) over the interval

is derived from the results obtained in frontal analysis or by between the beginning of the peak elutidf, and its end,
merely flushing the detector cell with a series of solutions of V,, is equals to the amount injected, we have

known concentrations. However, this procedure wastes large Vs

volumes of solvent, requires significant amounts of the pure ¢ = / C(h)dv 1)

compound, and it can become quite costly, particularly with 1

synthetic peptides or with many fine organic chemicals. and one derive that, under linear conditions, we Haye
An indirect method was suggested to derive a calibration

curve by adjusting numerically the parameters of a model = — _4 (2)

equation to minimize the difference between the estimated kRS

and the known injected amounts of the studied compound whereF, is the flow rate and kiis the conversion factor in the

[2]. Unfortunately, there are no convenient general equationsexpressiorC = (1K)h. Thus, in principle, a single analytical

for this purpose. We report here on a similar method that injection should be enough in order to obtain the calibration

assumes that the deviations from linear behavior are small. of a linear detector although performing a series of injec-
tions in a sufficiently wide sample size range gives better
accuracy and precision. One can employ the same approach

2. Theory to determine the absolute calibration curve of a nonlinear
detector.

In elution chromatography, the area under the chromato-  We will assume that the deviation from linear behavior is
graphic peak® is related to the amount of substance injected small, except at very high concentrations. Then, the calibra-
into the column @). At low concentrations, this relationship  tion curve is represented by the following relationship:
is one of proportionality. When the concentration increases,
this relationship deviates from linear behavior, the peak areaC = F1(h) + Kh ®3)

increasing less and less with increasing sample size becausa,rlereK is a constant ani;(h) is the nonlinear term of the

the detector response at high concentrations is no longer lin--jipration equation. Substituting §8)into Eq.(1) provides
ear[3-5]. A proper choice of the experimental conditions o following equation

(e.g., the selection of a different wavelength in the case of a v,
UV detector) pgrmltls a.maX|m|zat|on of the dynamic linear _ _ / Fi(h)dV + F,KS &)
range and a minimization of the curvature of the response v

curve. There are limits to this approach, however. The spec-
tral window of the best diode-array or spectrophotometric
UV detectors has a finite width. So, significant deviations
from Beer—Lambert law take place whenever the wavelength
selected for the measurement of the UV absorbance is notan; = F»(S) + F,KS (5)
extremum of the spectrum of the studied compound. Then, . ] . . o

the detector response becomes nonlinear in a lower range of [tiS obvious that, in order to find the calibration curve, we
absorbance than when the wavelength is selected at a maxMust solve the following equation

imum or minimum of the spectrum. This limits the flexibil- Jvz

1

If the absolute calibration functio(h), is nearly linear,
the functionq(S) will also be nearly linear. We may rewrite
Eq. (4) as the following relationship

ity available in the selection of the observation wavelength. Fi(h)dV = F(S) (6)
Furthermore, for a variety of reasons, the response cease
to be linear when the absorbance of the solution becomeswhereF,(S) is easily derived from the experimental data af-
sufficiently high and a calibration is required whenever the forded by the integration of the elution peaks. In practice,
response is not linear. The calibration curve that is neededpower functions and polynomials are often used to approx-
gives the relationship between the eluent concentration andimate the dependence betwegiand S [3,7,8], although it
the detector signal. is possible to use other functions. For the sake of simplicity,
A calibration curve relates the response or signal of a de- we write the nonlinear term as a power tefm(S =b,3",
tector and the concentration of the studied compound in thewhereb andn are numerical coefficients to be determined
detector cellh(C). Hereafter, we will call the inverse func- from experiments. The parabolic dependence is the partic-
tion of h(C), i.e., C(h), the absolute calibration curve. The ular case of the power function with=2. In view of the
relationship between the actual peak af®@nd the sample  importance of this case we will consider it separately. Taking

Vi
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into account thas = ft’lz h(f) drandV = F,t, we must solve [10,11) were taken as a model for the elution profile of the

the following equation pulses,C(t), the expression for the calibration curve would
" " n be quite different. The experimental design used to imple-
F, / Fi(h)dr = b, {/ h(r) d,} ) (7) ment the method should be such that the profile of the pulses
fn n entering the detector cell is Gaussian.

To solve this equation, itis necessary to know or toassume _ [N many practical cases, the calibration curve is only
the form of the functiorh(t) describing the profile of the  Slightly nonlinear. Then, the nonlinear term is small com-
chromatographic peak. The simplest form, one that is often pared to the linear one and it is not necessary to estimate

the closest to actual peak profiles, is the Gaussian distribution!t With @s high an accuracy as that required for the pro-
[9,10] portionality constant of the linear part, i.e., the first term

in EQ. (9). This assumption allows the use of H§) even
_ for nearly symmetrical peaks that do not have a strictly
202 Gaussian profile but are characterized mostly by a disper-
sion parameter because, in this case, the detector signal can

HereH ando are the height and the standard deviation of . : . 2
. . o be approximated reasonably well with a Gaussian distribu-
the peak. Obviously, the Gaussian function is only an approx- _.

imate model of the elution bands observed in liquid chro- tlon._ : .
Finally, we must underline that the power or the parabolic
matography. However, for our purpose, we actually do not

need that the peak of the compound studied be retained. Besgependence ofthe signal on the con_centra}tion assumed for the
results will be obtained with a system on which there is no plots ofSversusq are empirical relationships but other ones

retention but the compound behaves as an unretained tracer(.:Ould be acceptable as well, depending on the peak shape

S ; —and on the deviation of the detector response from linear

Under such conditions, the main source of band asymmetry is . : i .
S S s : behavior. The use of a suitable polynomial will most often

the axial dispersion in the injection system. The exponentially lead to satisfactory results
modified Gaussian function is the best model for the bands '
observed. Since that function would lead us to untractable
equations, itis better to operate with a relatively large hold-up
volume and a fast injection, leading to only small differences
between the actual band used for calibration purpose and th
Gaussian curve.

By means of a forward substitution it is easy to show that,
in the case of a Gaussian distribution fift), the solution
gives the following absolute calibration curve when the limits
of integration are-{oo, +00):

h(t)=H exp( t2> (8)

3. Experimental
1. Equipment

All chromatographic measurements were carried out us-
ing a HP 1100 liquid chromatograph (Agilent Technologies,
Palo Alto, CA) equipped with a column oven, a variable
diode-array detector (DAD), a data acquisition system, a

C = Kh+ Kz,h" 9) computer controller and a manual sample injector, Rheodyne

) o 7725(i) from Rheodyne LLC (Rohnert Park, CA, USA), with
where in the general case the constantis given by a 20pL standard sample loop. The mobile phase flow-rate

b, n Y27 (n=1/20(n=1)/25n -1 was kept constant at 1 mL/min in all experiments. The sig-
kop = F (10a) nal of the DAD detector was acquired at a wavelength of

v 254 nm.
and, the particular case wharr 2
.2. Materials

bomt/22 3

kpp =22 2 (10b)
F,

The mobile phase was a methanol-water solution (80:20,
Obviously, the practical limits of the integration of the v/v). Both methanol and water were HPLC grade solvents

signal are the finite timeg andt, noted earlier but replacing  purchased from Fisher Scientific (Fair Lawn, NJ, USA). The

the theoretical integration limits of a Gaussian profile with sample component was toluene, also from Fisher Scientific.

numerical values that are reasonably practical (et@q) All chemicals were used as supplied. The column used was a
does not result in any significant numerical error made on the 150 mmx 4 mm Luna C18 (Phenomenex, CA, USA). During
actual peak are@®,10]. experiments requiring the direct injection of the sample into

The appearance of the peak standard deviation in the for-the detector, the column was replaced by a short piece of a
mula for the absolute calibration of the detector response narrow-diameter connector.
arises simply from the choice of the Gaussian equation for
the analytical expression that characterizes the shape of the8.3. Calibration
elution bands, because the band width of a Gaussian profile is
proportional to its standard deviation. Obviously, if another In accordance with the theoretical considerations above,
function (e.g., an exponentially-modified Gaussian equation the absolute calibration curves were assumed to behave as



144 L. Asnin et al. / J. Chromatogr. A 1076 (2005) 141-147

either powemn (11a)or parabolig(11b)dependence: - the first set Wakg,n(k?,z) = Kn(Kz):kg,n(kg,z) =0

- the second set was? (k) = K,(K2)ik3,(k3,) =

_ n ) 3
C = kinh + ka.nh k2. 2(k2.»), derived from Eqs(10a) and (10b)

(11a)

C = k1.2h + ko 2h? (11b)

The results for each set were compared and the one that
gave the smallest discrepancy between calculated and in-

The coefficienky, k, andn were considered as either the- jected amounts was taken to be the best calibration curve
oretically determined or adjusted parameters depending toconforming to the model equation.

the applied method. The expressions relating the amounts in-
jected to the peak area in Eq41a) and (11h)respectively,

are given by the following equations: 3.3.2. Direct method

Direct calibration was finally performed, using the con-
ventional method of filling the detector cell with solutions

qg=FK,S+ b, S" (128.) . .
of known concentrations and measuring the steady-state re-
and sponse of the detector. Seven solutions with concentrations
from 0.0266 to 2.858 g/L were used.
q = F,K2S + bS? (12b)

331 Indirect methods 4. Results and discussion

The calibration of the detector response using the indirect
method was conducted in two modes: with and without
column. The evaluation of the calibration curves based on the
above-mentioned theoretical approach was done as follows
To determineq as a function ofS samples of solutions of

increasing concentrations, from 0.898 to 81.45 g/L, were in- face area of a peak versus amount injected). In the case of

jected onto the column with the manual injector. In a second injections made without column, theversusg plot is more

series of measurements, samples of solutions with concen- . .
. ) . ' -~ strongly curved and it approaches a horizontal asymptote,
trations increasing from 0.074 to 35.78 g/L were injected gy Pb ymp

into the HPLC system, fitted without a column, and again showing that we have reached the high limit of sensitivity

) . . . (maximum absorbance) of the detector. As a consequence,
using the manual injector. Ten data points were acquired

. . L the peak area becomes practically independent of the amount
for each calibration. Each one of these points is the average P P y P

. AR injected, as seen iRig. 2 The high sample size part of this
of the re§u.I§s obtained for threg successive Injections. T.heplot is obviously not suitable for determining a calibration
reprodumblllty O.f the pea(lf areas is characterized by'a relatl\ge curve. Obviously, the same results can be obtained with ei-
standard_dewatlon ofO.SAJ_forthe_IOV\_/est Conc_entratlon, 0.1% ther method. However, the band is more disperse at the end
for the h|_ghest concentr_atmn, with mte_rmedlate values_for of the column, so the results are less sensitive to small fluc-
intermediate concentrations. The acquweq data were f'ttedtuations in the amount injected and are less affected by the
0 Egs.(12a) and (12bpnd the best numgnca} coefficients response time of the detector. We focused on the investigation
obtained were used to calculate the calibrating parametersOf the data obtained with the column.
kon (k2.2) on Egs.(10a) and (10b)The parameters of the
linear terms in the calibration curvésla) and (11bwere

4.1. Calibration from a series of injections

Calibration data obtained by pulse injections into the de-
‘tector are reported iRig. 1 (plots of maximum detector sig-
nal, h, versus the amount injected) aRdy. 2 (plots of sur-

given aski n (ki) =Kn(K2) in accordance with description 3500
reported in the theoretical section. As the parameterEq. 3000 1 ©
(11a)was taken the same coefficient of E&j2a) o 7
To evaluate the coefficients of the calibration curve using 2500 1 .t
the numerical method described eard®r the band profile of S 2000 - .
the largest sample was transformed into a concentration bandsg o
profile, using the calibration curve equation and this peak was T 1500 | .
integrated versus the eluent volume, to obtain an estimated o
amount of the sample injected for this peak. The parameters 1000 1
values are then adjusted repeatedly using the simplexmethod ., | *
[12]to reach the closest possible agreement between the esti- .
mated and the known values of the amount injected. Itis well 0 <.§'

known that the simplex method does not necessarily lead to
the global optimum but may stop at the closest local opti-

mum, depending on the initial parameter values. Therefore, rig 1. Height of toluene peak as a function of injected amount. Empty

we examined two sets of initial values:
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Table 1
Experimental coefficients of Eq&l2a) and (12b)

FK2 b FuKn bn n
Value of coefficient 1.21& 1078 4.69x 10714 1.235x 1078 1.76x 1014 2.082
Standard deviation 0.05710°8 0.68x 1014 0.16x 1078 15x 10714 0.63

R2 (Eq.(12a) = 0.9992;R? (Eq. (12b)) = 0.9993.
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Fig. 2. Injected amount as a function of area of toluene peak. Empty

circles—"without column” mode; filled circles—"“with column” mode. Solid
lines are fit of calibration data with the calibration functions (Ef2a) and
(12b) Note that the parabolic and power functions are superimposed.

Fig. 3. Comparison of steady-state calibration data (filled circles) and cal-
ibration curves determined by numerical indirect method (solid line for
parabolic and dashed line for power curves) and the theoretically calcu-
lated curves (dotted line for parabolic curee<0.22), crosshairs for power
curves ¢ =0.235; see text)). Dash-dot lines are fit of direct calibration data

Table Ireports the best values of the numerical coefficients with parabolic ar!d power functions. Note that these parabolic and power
of Egs.(12a) and (12bjfforded by the nonlinear regression ~ CUrVes are superimposed.
of the data to these equations, the standard deviations of these
parameters, and the regression coefficient. The parabolicand Fig. 3 shows the direct calibration curves (concentration
the power functions describe the experimental data equallyversus detector response). The symbols are data points ob-
well. The larger values of the standard deviations of the co- tained by the classical method of recording the steady signal
efficients of Eq.(12a)are explained for the lesser number corresponding to the detector cell filled with a solution of
of its degrees of freedom, not by an actual loss of accuracy known concentration. The lines are the calibration curves
compared with that of the parabolic curve. The coefficients of derived using three different methods, using the parabolic
the absolute calibration curves can also be calculated on thg(solid line) and the power function (dashed line). The last
basis of the theoretical results derived earlier, assuming thattwo lines correspond to the response curves calculated when
the peak profile is Gaussian (Eq40a) and (108) These assuming a Gaussian band profile with standard deviations
values are compared ifable 2with those derived from the  of 0.22 (dotted line) or 0.235 (cross symbols) and a parabolic
chromatographic peak shape and those obtained by the directesponse. The corresponding curves calculated for a power
method. Since the peak standard deviation depends on theéesponse were omitted because they are superimposed with
sample concentration (as will be discussed later), we calcu-those derived for a parabolic response. All the lines show an
lated the coefficients of the nonlinear terms for two extreme excellent agreement. However, the steady-state calibration
values of the standard deviation, 0.22 and 0.235. curve exceeds them by 10-17%.

Table 2
Coefficients of the absolute calibration curves (Edda) and (110)determined from the shape of the chromatographic peak, calculated by the method
proposed, and directly, by frontal chromatography

Indirect method Proposed theoretical method FA
0=0.220 0=0.235 Parameter Standard deviation
k12 7.908x 10~ 7.308x 104 7.308x 1074 8.864x 1074 0.41x 1074
k2.2 12.0x 1078 1.315% 10~/ 1.405x 107 1.411x 1077 0.19x 107
Kin 7.705x 10~ 7.410x 1074 7.410x 1074 9.843% 1074 0.58x 1074
kan 7.78x 1078 6.747x 1078 7.247x 1078 9.589x 10~ 11 68x 1011

n 2.082 2.082 2.082 2.898 0.82
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Table 3
Material balance for peaks estimated with the calibration curves measured by numerical indirect and direct methods
Injected amount (1 g) Amount estimated by numerical indirect method Amount estimated by FA method
Parabolic equation  § (%) Power equation  § (%) Parabolic equation § (%) Power equation  § (%)
(10-°g) (10-°g) (10°g) (10-°g)
1.80 165 -81 161 -10.3 185 31 205 14.2
5.27 499 -53 4.85 -7.9 5.59 61 6.13 16.4
8.80 830 -5.7 8.07 -83 9.31 58 100 13.8
17.45 168 37 164 —6.0 189 83 202 15.8
35.00 348 -0.6 339 -3.2 391 117 407 16.3
7855 831 5.8 819 43 938 194 943 20.1
1142 1211 6.1 1203 54 1370 200 1371 20.1
1322 1383 4.6 1378 42 1565 184 1568 18.6
1458 1498 28 1596 9.5 1696 163 1702 16.7
1629 1628 -0.1 1629 0.0 1845 133 1855 13.9

§ is relative difference between estimated and injected amount.

In Tables 3 and 4he amounts actually injected are com- overestimate of the absolute calibration curve, compared
pared with those calculated using the different calibration with the curve obtained by the indirect method (Seble 3
curves. Regarding the mass balance of the elution chro-andFig. 3). It is possible that the hydrodynamic conditions
matograms, the numerical indirect calibration method shows in the detector cell are different in the elution and the frontal
quite good results, the parabolic calibration curve being better analysis modes. In the FA mode, a solution of constant con-
than the power one. The theoretically calculated calibration centration of the solute flows through the cell, after reaching
curves give a significantly less good agreement between thesteady state was reached. The compound concentration is
actual and the estimated amounts injected than the numericatompletely homogeneous in the cell. In contrast, in the
calibration method at low concentrations but slightly more elution mode, the solute concentration in the mobile phase
accurate results at high concentrations. In this case, thechanges continuously during the elution of a peak through
power dependence is slightly better than the parabolic one.the cell. It is most probably not homogeneous in any radial
Differences between the curves calculatedder0.22 and cross-section. In most cases, as in the present study, this
0 =0.235 are not significant. It is interesting to note that the change is fast. Itis not sure that the composition of the mobile
results of this new calibration method are relatively insensi- phase is entirely homogeneous throughout the cell during
tive to small variations of the actual elution profile. However, this elution. Eddies may form, the composition of which
some strange anomalies are observed. It is probable that dags behind that of the column effluent. Another reason may
systematic error related to the flow pattern in the detector be a systematic difference between the effects of the manual
cell explain some or most of the differences observed in the injection technique used in the elution mode and the proce-

results delivered by the different methods studied. dure employed in frontal analysis. There is little information
concerning this possible problem in literature. It has been
4.2. Calibration from a breakthrough curve reported earlief2], however, that the difference between a

steady-state calibration curve and one calculated from the

The most surprising observation is that the integral mass shape of a chromatographic peak amounted to a maximum of
balance of the peaks is poor when the calibration data derivedabout 10%, which is consistent with the result&ig. 3. Yet,

from the FA data are used. The data lead to a significant this is a problem deserving of future attention because it is a

Table 4
Material balance of the experimental peaks using theoretical calibration curves

Injected amount (10 g) Parabolic calibration curve Power calibration curve

0=0.220 0=0.235 0=0.220 0=0.235
q(10°g) 3 (%) q(10°g) 3 (%) q(10°g) 3 (%) q(10°g) 3 (%)
1.80 153 —14.8 153 —148 155 —-137 155 —-137
5.27 461 —125 4.62 —-123 4.66 —-115 4.67 —113
8.80 7.70 —-125 771 —-124 7.76 —-118 7.77 —-117
17.45 157 —10.0 157 —-10.0 158 -95 158 -95
35.00 326 -6.9 328 -6.3 326 -6.9 328 -6.3
78.55 789 04 798 16 787 02 796 13
1142 1158 14 1178 32 1156 13 1174 28
1322 1326 03 1348 19 1324 01 1346 18
1458 1439 -13 1463 0.4 1438 -14 1463 04

1629 1567 —-3.8 1594 -21 1566 -3.9 1594 -21
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Table 5 or a nearly Gaussian profile. The accuracy of the results of
Dependence of the characteristics of the toluene peak on the injected amounthis method is comparable to that of a numerical indirect
Injected amount (1 g) ~ Height (MAU) o (min)  2.355/Wo s method also described in this paper. Further development of
1.80 3798 0.218 0.9899 this method would require the solution of E@) in the case
5.27 1133 0.219 0.9937 of peaks of arbitrary shape, taking into account the possible
1‘;—2‘; ;3;2 8-3;(1) 1-88% dependence of parameters characterizing the peak profile on
3500 2405 0.221 1.0001 the injected amount. The surprising observation that there is a
7855 1591 0.223 0.9870 ;mall but significan_t difference between the absolutg calibra-
1142 2103 0.227 0.9460 tion curves determined by the steady-state method (i.e., from
1322 2286 0.229 0.9209 the FA concentration plateau heights) and by the new method
1458 2395 0.231 0.9052

based on the area of pulse injections should be further inves-
tigated. Since it is probably due to differences in the flow
pattern in the detector cell in FA and in elution chromatog-
common practic¢l] to postulate the identity of the detector raphy and since we studied only the Agilent DAD detector,
response in the elution and in the FA modes. Admittedly, the similar investigations will be carried out using UV detectors

numerous examples of successful applications of the inversemanufactured by other companies and other types of detec-
method when the necessary calibration curves were measuregbrs.

by the steady-state techniqid,13]suggest that the system-
atic error that this assumption may entail is not very large. An
error of about 10% is not inconsistent with this observation. Acknowledgments
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